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Abstract—Explainability in automated decision-making confirms transparency and trust among 
various stakeholders of the artificial intelligence (AI) ecosystem. The banking and finance 
sector (BFS) is the lifeline of an economy; the sector is experiencing massive technological 
disruption and innovations. The adoption of new technologies such as explainable artificial 
intelligence (XAI) has promising features at various levels of decision-making in BFS. This 
paper contributes to elaborating the emerging paradigms of XAI and presents future research 
directions in BFS. In conclusion, the paper recommends explainable, transparent, and 
trustworthy AI models for a stable, healthy and contributory BFS.  
 
Index Terms— Explainability, Banking and Finance Sector, Explainable Artificial Intelligence. 

I. INTRODUCTION 

The advancement in Artificial Intelligence (AI) has enormous opportunities in the Banking and Financial Sector 
(BFS) for scrupulous decision making with the advancement of Machine Learning (ML) and Deep Learning 
(DL) technologies. However, in dynamic and complex environments, ML and DL decisions are extremely 
‘Black Box’ in nature [56][18][19] [9][55].  BFS is a strictly regulated segment, wherein the 
interpretability/explainability of models is a prerequisite for the decision-making process [3][4][5][6][36]. In the 
recent past, to address the limitations of the Black Box models, researchers scouted for new approaches with the 
help of explainability techniques. This has comprehended the application of AI in BFS for a higher degree of 
explainability with germane decision-making power. Researchers’ novel contribution and continuous expansion 
of AI applications with the greater notch on explainability lead to Explainable Artificial Intelligence (XAI). 
Interpretability is one of the established properties of XAI to demonstrate the model’s ability to disseminate 
information to human understanding and for appropriate decision-making [1][55]. ‘Explainability’, ‘Fairness’ 
and ‘Transparency’ are the principal forebodings in BFS for the automated decision-making process. The 
robustness and trustworthiness of deployed model are directly associated with an appropriate explanation for the 
outcome. The enhanced trust of the model envisages automatic decision-making with a higher degree of 
confidence and transparency.  
BFS is evolving with dynamic regulatory principles due to volatility in business cycles and disruptive market 
behaviors from the supply and demand side. The emerging-market conditions are directing the governments, 
central banks, and other critical players in the BFS sector to employ data-driven decision-making for suitable 
financial market operations. BFS is driven through enormous structured and unstructured data/information, 
without much advancement in applications of XAI models for sound decision making.  
 
 
Grenze ID: 02.CEEE.2022.7.506 
© Grenze Scientific Society, 2022 

 

Proc. of Int. Conf. on  Computing Electrical and Electronics Engineering, CEEE 



 
46 

Explainability is necessary for BFS and is motivated from different perspectives, such as (i) regulator’s 
perspective, (ii) customers perspective, (iii) bank/institutional perspective, and (iv) employs perspective (v) 
developer’s perspective. The regulator’s intent of deploying the AI models precludes a comprehensive 
understanding of the technology process and its reliability in meeting the regulatory compliances. In a service 
lead industry like BFS customers’ choice and freedom are defined with accurate decisions and implications to 
value creation. Commercial decisions of the banks are defined through profit maximization for the shareholders. 
The employees of the BFS sector shall take a fair decision and their intuitions shall propel from accurate and 
congenial technical models. Developers want to test and debug the models. 
The paper is divided into VI sections. Section II elaborates on XAI emerging paradigm and section III covers 
explainability types with existing XAI models considering all the sectors. Section IV provides XAI emerging 
methods in BFS. Section V includes discussion and ample of future research directions in XAI for BFS and 
section VI makes the concluding remarks. 

II. XAI AN EMERGING PARADIGM 

There are various initiatives by different organizations demonstrating the requirement of XAI and this section 
summarizes some of the milestone missions. The United States Defense Advanced Research Projects Agency 
(DARPA) has conducted one of the pioneering works in the field of XAI. The contribution of DARPA in the 
field of XAI is acknowledged by many researchers. DARPA’s XAI “program endeavors to create AI systems 
whose learned models and decisions can be understood and appropriately trusted by end-users” 
[56][59][43][44][58]. 
In 2017, The United States’ auspicious body of public policy in its “Statement on algorithmic transparency and 
accountability” [46] identified expl   ainability as a critical component for effective public policy.  
United States Office on Science and Technology released its report on “Preparing for the Future of Artificial 
Intelligence” in 2016. According to this report “AI-enabled systems are governable; that they are open, 
transparent, and understandable” [45][57].  
European Commission issued a policy called “Algorithmic Awareness-Building” in march 2018 and states the 
necessity of XAI as “Algorithmic transparency is an important safeguard for accountability and fairness in 
decision-making” [51][52]. In continuation to this European Union Commission identifies the need for 
explainability in its report on “Responsible AI & National AI Strategies” [53]. Finally, guidelines released by the 
AI expert group on ethical and safe AI [54] and also accentuates its importance to the research domain. In 
addition, European Union in May 2018 executed a law on data safety and privacy [37], which necessitates 
algorithm decision explanations [38]. On-demand, the decisions or results should be re-traceable [39] and do not 
mandate to explain everything at all times, which may become a complex technical task [40].  Moreover, it is 
better to have an explanation for each instance [41] [42] which may be utilized on-demand.  
The Academy of Sciences of the United Kingdom in its machine learning report envisioned the gravity of 
maintaining transparency and interpretability in managing social issues [49].  
In 2018, the Prime minister task force on the National Strategy for AI of French highlighted for opening up of 
black boxes with obvious explicable models and satisfactory explanations [48].  
The Monetary Authority of Singapore in 2018 documented a set of fundamental principles on responsible use of 
AI through “Fairness, Ethics, Accountability and Transparency” for the financial sector [61].  
The Netherlands “Special Interest Group on Artificial Intelligence” in its “Dutch Artificial Intelligence 
Manifesto” prioritized the future of AI “models for making these systems socially aware, explainable and 
responsible” [47].  
‘AI Portugal 2030’ documents XAI as the focal point of the national strategy to achieve an ethical and safe 
society with transference and accountability in decision making [50].  
National Institution for Transforming India (NITI Aayog) of the Government of India released a “working 
document towards responsible #AIforAll” for stakeholders’ response in 2020 desires explainability of AI models 
with ensuring trust by users [60].  
The Organization for Economic Co-operation and Development (OECD) adopted principles on AI for its 
member countries in 2019. It is recommended for transparent and responsible AI systems to ensure decisions are 
democratic and explainable [62].  
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III. EXPLAINABILITY TYPES 

The Explainability of an AI model can be categorized in 2 ways (i) Model integrated explainability (ii) Model 
agnostic methods. Table1 summarizes existing methods explainability types under both categories. 

A. Model integrated explainability 
Model integrated explainability indicates the developed model is self-explanatory in terms of the outcomes or 
decisions/predictions that are generated. Molnar and Christoph list the interpretable models as “linear regression, 
logistic regression, other linear regression extensions, decision trees, decision rules and the Rule Fit algorithms, 
Naive Bayes Classifier, K-Nearest Neighbors” [2]. Linear regression is used to solve regression problems and it 
is a linear model. Logistic regression is used to solve classification problems and it is a nonlinear model. 
Decision trees can be used for both classification and regression problems and it is a nonlinear model. Rule Fit 
also can solve both classification and regression problems but it is a linear model. Naïve Bayes algorithm can be 
applied to classification problems and it is nonlinear in nature. K-Nearest Neighbors can solve both classification 
and regression problems and it is nonlinear. The explainability of the model can be at the global level that is 
interpreting the entire model or it can be at the local level that is interpreting the instances. Post-hoc 
explainability can be applied to the interpretable models also. 

TABLE I: EXISTING METHODS EXPLAINABILITY TYPES 

sr No References Is model integrated 
explainability supported 

Is pot-hoc interpretability 
supported 

    
1 [10][11][12][13][14][15] Yes  
2 [16][17] Yes          Yes 
3 [18][19][20][21][22][23]  Yes                   Yes 
4 [24][25][26][27][28][29][30]            Yes 

B.  Model Agnostic methods 
Model integrated explainability provides the greatest explainability however as the complexity of the problem 
increases, these models cannot solve the problem effectively. Post-hoc explainability on the other hand gives the 
flexibility to select any machine learning model for training and explainable algorithms are applied post-training. 
Molnar and Christoph list the post-hoc explainable models as “PDPs, LIME, SHAP, Anchors” [2], etc. It is very 
easy to plot categorical variables using partial dependence plots (PDP) and plots become self-explanatory. In the 
case of LIME, a local surrogate model is built and explanations are based on the local surrogate model. In SHAP 
the instance is created with help of shapely values grounded with contributions. Anchors make use of easy-to-
explain if-then rules to explain the model. Post-hoc algorithms work independently and they are not depending 
on models used for training purposes, so for any complex machine learning algorithms, the post-hoc methods 
can be applied to get explainability. 

IV.  XAI MODELS FOR BFS 

The economic growth and development of a nation vitally depend on robust BFS and the explainability of the 
models is very significant for this sector. The research studies conducted by individuals and organizations are 
summarized in the subsequent part of the section.  
An eminent credit scoring organization Fair Issac Corporation (FICO) from the United States issued an open 
competitive challenge for researchers to develop XAI models in the year 2018. The HELLOC dataset was 
supplied to the participants of the competition to generate machine learning models that are accurate in decision-
making with a higher degree of explanation. Data scientists from FICO declared Dash et al. [32] as winners for 
their research contribution in developing ‘a rule-based classifier’. In the same challenge, Gomez et al. [33] had 
proposed a Support Vector Machine-based solution for training, and for getting explainability they used a new 
version of Anchors [22]. Chen et al., designed a ‘two-layer additive risk model’ which is a rule-based globally 
and locally interpretable model [35]. In this study, the authors formed small groups from each of the features, 
and finally, these groups are merged for the final outcome.  
Niklas et al., [3] developed an XAI-based ‘credit risk management model’ for P2P lending platforms with the 
help of the European Conference on Artificial Intelligence (ECAI) dataset. In this work, training is performed by 
the XGBoost algorithm and the TreeSHAP method is employed for getting explainability.  
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Janet et al., [4] created an XAI fuzzy model in the financial sector for prudential compliance, fair dealing with 
customers, and enhanced risk management. This research concentrates on financial institutions by focusing on 
various stakeholders like customers, markets, etc. Authors assert that fuzzy models perform comparatively better 
as against neural network and logistic regression models [4].  
Lara et al., [5] developed an XAI-based credit scoring model by using HELLOC and lending club datasets. The 
authors made use of the XGBoost model for training and three different XAI models for explanations. The 
global explanations are achieved through SHAP+GIRP, local feature explanation through anchors and local 
instance explanations attained through protoDash.  
Miller et al., [6] developed a scoring model using XAI for P2P lending with the help of a lending club dataset. 
Authors claim that SHAP-based explanations perform better than linear approaches. With the help of 
“hyperparameter optimization” [6] the authors performed algorithm formations. To deal with ‘data imbalance 
nature’ authors considered resampling and/or weighting scheme [6] methods.  
Neus et al., [7] developed an XAI-based PSD2 model for credit score generation by using the synthetic database. 
Authors claim that catboost gives the best performance for credit scoring. SHAP based explanation method is 
used by authors for providing both global and local explanations. In the study, Shapely values are used for 
feature selection [7].  
Antonio et al., [8] used a prediction approach for assessing the performance of crowdlending platforms for peer-
to-peer business in their research by using logistic regression. The aim of the study was to predict whether the 
loan request is subscribed by the crowd or not? Authors claim that their models would help financial institutions 
to alter loan contracts and offer the customers an attractive financial option.    
BFS is undergoing rapid transformation through disruptive technologies at regulatory compliance and business 
management. Our study accomplishes that the explainability of models in BFS is abundantly essential for robust 
economic growth and development through financial stability. The future research directions in XAI for BFS are 
in detail discussed in section 5. 

V.  DISCUSSION AND FUTURE RESEARCH DIRECTIONS IN BFS 

The global financial crisis of 2008 shook the financial sector at all corners leading to a lack of trust in the 
financial institutions and their services. Since then, international institutions like the Committee on Banking 
Regulations and Supervisory Practices (BASEL), the international monetary fund, the world bank, and the 
central banks had taken several efforts to rebuild the financial ecosystem with stability and transparency. The 
adoption of new technologies played a great role in reporting, practicing international standard norms, anti-
money laundering, etc., to the global statutory bodies like BASEL. Technology also played a significant role in 
the recent past in digital financial inclusion and Financial Technologies (Fintech) revolution. The world is 
witnessing from conventional banking to totally technology-driven banking systems like ‘open banking’. The 
Fintech and the Application Programming Interface (API) movement had taken a paramount shift in onboarding 
customers, compliance management, lending, risk management, remittance, grievance redressal, and many other 
places in BFS. 
Emerging technologies of AI are increasingly deployed at various layers of operations in BFS. According to the 
estimates of McKinsey advanced AI technologies will contribute additionally $1trillion in each year [63][64]. 
Adopting responsible, explainable and trustworthy AI by the BFS will be the foundation for value creation and 
eccentric customer experiences. The BFS ecosystem interacts with various stakeholders such as customers, 
regulators, governments, investors/shareholders, employees, and so on. The XAI-enabled interactions across the 
stakeholders would bring more transparency and trust in the governance and management of financial 
institutions. Figure 1 illustrates various research directions in BFS using XAI. 
The regulation and supervision of BFS is taking a paradigm shift from a conventional manual defined process to 
new technology-driven models for accuracy in decisions and transparency in the process. The central bank of the 
countries is looking forward to technological innovations RegTech [34] and SupTech [34] for transparent and 
data-rich automated decision-making techniques in regulation and supervision. Developing and integrating such 
new technologies by using XAI would benefit the regulator in a swift and transparent process of regulation and 
supervision.  
The global financial crisis of 2008 led to prioritizing compliance management in BFS for financial stability. The 
rapidly growing concern towards management of Know Your Customer (KYC), anti-money laundering (AML), 
terrorism financing, and so on are looking forward to using XAI-based compliance process management in BFS. 
The explainable models would reduce the cost of management of compliance, faster responses, and efficiency in 
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decision making. There is a large scope to intervene in data-driven XAI models to competitively manage internal 
compliance as well as regulatory compliance reporting of the banks and financial institutions. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: XAI in BFS: Future Research Directions 

The BFS faces a wide range of risks due to market imperfection and obsolete method of risk assessment, as a 
result, the banks and financial institutions fall below the level of critical minimum business survival profit. The 
robust XAI models would enable banks and financial institutions test and forecast the comprehensive capital 
requirement to address market volatility. As banks and financial institutions are working on thin margins due to 
credit risk, market risk and operational risk finding suitable risk management tools through XAI would lead to 
profitability and efficiency in the future.   
Customer is the central point of BFS’s business model. Adopting new technologies like XAI for Customer 
Relationship Management (CRM) would allow effective customer interaction and proficiency in customer 
services. New technologies demystify the potential customer behaviors and permit to interact with them for 
better services. Utilization of XAI models in CRM will dramatically reduce the operational time of the bank 
executives.  
Data driven marketing strategies are growing very fast in sectors like Fast Moving Consumer Goods (FMCGs), 
retail sector, banking, etc. Innovative technical models like XAI will predict accurate customer buying behavior 
based on their socio-economic characteristics. Modern banking survival ultimately depends on advanced 
technology-driven marketing strategies for delivering of financial products and services. Researchers in banking 
domain needs to innovate unique ways to reach the diversified customer segment with least cost and efficiency 
with the help of responsible AI. 
Technical advancement in banking and financial services had opened up many new opportunities and at the same 
time ‘digital fraudulence behavior’ is one of the critical threats for the sector. There are continuous efforts from 
researchers and data scientists to detect and prevent fraudulence activities with the help of data science. As the 
sector is having very rich time series data on various segments of banking activities along with possible fraud. 
XAI models can detect and can generate an early warning signal to prevent fraudulence activities in BFS. 
In modern banking a significant amount of business is carried by the corporate finance for private and public 
sector companies/corporates. The new technologies will enable banks to develop robust valuation models, due-
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diligence processes, personalized banking services, investment opportunities etc. for the corporates. There is a 
dearth for research to evolve transparent and trustworthy AI models in corporate finance at various levels.  
Trade and investment banking currently using AI analytics for data collection, predictive analytics, and trade 
processing.  This can be enhanced further for larger integration of trade-related business and investment 
opportunities with the use of XAI. There are wide range of research opportunities to explore various XAI models 
to determine faster and more accurate bond pricing, strategies for effective fund allocation, healthy portfolio 
management, efficient management in front, middle and back-office of financial institutions etc. 
The proliferation of the retail banking segment in the areas of consumer credit, home loan, vehicle loan, credit 
card services, and other numerous personal banking services getting into the limelight in the banking sector. The 
digital footprints of customers in the financial and non-financial sectors give room for more and more 
personalized services through cutting-edge technologies. The advent of XAI would enable ‘right product for 
right customer’ with seamless and tailored online experiences in retail banking services. The future studies in 
XAI need to get into a deeper analysis of complex customer behavior to predict the choice of markets, channels, 
products, and services. This will harness personalized/retail financial services with higher degree of customer 
experience and market penetration.  
Disruptive technologies are rapidly transforming the Wealth Management and Financial Planning (WMFP) 
segment of BFS in recent years. WMFP is using AI-based solutions for value creation and to improve customer 
experiences on a real-time basis. However, effective use of XAI will benefit in customer offerings and efficiency 
in internal decision-making for wealth managers.  

VI. CONCLUSION 

Despite numerous advancements in AI methods, their efficiency in solving real-world problems is questioned by 
researchers, data scientists, and policymakers due to the ‘black box’ nature. Building “transparency”, 
“explainability” and “trustworthiness” across various stakeholders of new technologies is the thrust area of 
research. The explainability in AI models is popularly used in areas such as medical sciences, financial sector, 
agriculture, and so on. The banking and financial ecosystem is massively disrupted by modern technologies like 
AI. A present array of literature questions the efficacy of these models for their insufficiency, explainable power 
in decision making in BFS. Against this backdrop, the paper presents various emerging paradigms in XAI along 
with explainability types. Further, the research paper summarizes various XAI models in BFS. The main aim of 
the paper is to present future research directions using XAI in BFS as a promising new technology model in 
regulations, compliance management, risk management, business management, excellence in customer 
experiences, and so on. The paper concludes with considerable efforts to develop XAI models in BFS to attain a 
larger goal of financial stability and economic growth. 
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